
ABSTRACT 

COSTA, KATELYN BROOKE. Downscaling of Climate Change Impacts on Wind Energy 

Resources in the Continental United States (CONUS). (Under the direction of Dr. Lian Xie). 

 

This study starts with the investigation of the wind energy resource distribution under 

current climate in the continental United States (CONUS) region. The annual mean, seasonal 

mean and spatial distributions are all investigated in this study.  Currently, global climate 

models (GCMs) do not contain high enough resolution to capture regional scale features of 

several meteorological parameters including precipitation, temperature and wind speed.  

Therefore, downscaling assists with the overall accuracy of measuring wind speeds at a 

height of 10 meters.  

The key method used in this study, is the Scale-Selective Data Assimilation (SSDA) 

approach. When the SSDA method is applied to downscaling climate models on a global 

scale, the resulting wing speeds more closely depict the actual wind speeds from 

observational data sets across the CONUS regions as compared to the current Traditional 

Sponge Nesting Down approach. This is shown for both a specific synoptic weather event as 

well as for the entire CONUS region for current climate. The validated model is then applied 

to project future wind energy resources across the CONUS under the A1B IPCC climate 

change scenario for both 2040s and 2090s.  

The Weather Research and Forecasting Model (WRF) is the model used in this study 

along with Global Forecasting System (GFS), North American Reanalysis (NARR), and 

IPCC GCM: CCSM3 data sets. GFS data is the independent data set that feeds the SSDA 

method when downscaling GCMs. NARR is an independent observational data set used for 

comparing to the downscaled data. Finally, CCSM3 is the data set provided by the 



Intergovernmental Panel on Climate Change (IPCC) in order to downscale future climate 

based on the A1B scenario. 

Based on the findings in this study, when projecting into future climate (2040s and 

2090s) by means of following what is expected in IPCCôs A1B scenario, the average annual 

wind speed (m/s) experiences an overall shift across the CONUS region. From the current 

climate to the 2040s, the average annual wind speed is expected to increase over the Great 

Plains, Northern Great Lakes region, and southwestern United States located southwest of the 

Rocky Mountains. A projected 0.1 to 0.2 m/s increase in mean wind speed is expected over 

these regions. When projecting into the 2090s from current climate, there is an overall 

increase in the Great Plains region and southwestern United States located southwest of the 

Rockies with a mean wind speed increase anywhere between 0 and 0.1 m/s from the current 

climate to 2090s. However, the northern Great Lakes region experiences an even greater 

increase from current climate to 2090s than over the first few decades with a mean wind 

speed of anywhere from 0.1 to 0.4 m/s. 

Most importantly, in this study, SSDA downscaled wind speed tends to improve over 

the global model simulation most significantly at higher wind speeds. Improvements over 

regions of abundant wind resources are particularly significant since these are regions wind 

energy engineering is most likely to be conducted.   

 These findings are essential in order to provide the knowledge to renewable wind 

energy companies so they know exactly where to invest in new wind energy projects across 

the continental United States. This ensures that each future wind energy farm will get the best 

use out of renewable wind energy resources which will most likely lead to less future 

dependence on fossil fuels for electric power and help the U.S. to move forward.  
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CHAPTER 1 

INTRODUCTION  

1.1 Motivation 

The specific purpose of this study is to investigate the impacts of climate change on 

wind energy resources over the continental United States (CONUS). Climate change is 

constantly altering wind patterns across the globe. Wind is an extremely valuable renewable 

energy source that needs to receive significantly greater attention as earthôs climate continues 

to change. The focus of this project will be to project where the best possible wind energy 

sources will be located throughout the CONUS, in order to get the maximum possible usage 

of wind energy in the future. This will likely lead to substantially greater interest in investing 

in more wind energy usage over fossil fuel burning and help the United States to move 

forward. Investing in more wind energy projects is vital in order to help put an end to the 

constant pollution, depletion and degradation of earthôs precious resources.  

Economically speaking, the addition of new wind energy farms in the United States 

rather than more coal and nuclear power plants will most likely result in long-term savings. 

According to Sahin (2004), electricity generation cost is constructed from three main costs: 

capital cost, running costs and financing. The most significant cost to consider of these three 

is the running cost which is comprised of fueling, operating and maintenance of the plant. 

The major advantage of wind turbines is that there are zero fuel costs. Therefore, operation 

and maintenance are the only major running expenses. In addition, when considering the 

external or social costs of different types of electricity generation, wind energy results in an 
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overall cheaper cost. Some of the social costs to consider with coal and nuclear power plants 

are the following: oil spills and clean up, air pollution and long-term health damage which 

are all quite costly (Sahin 2004).  

From a societal standpoint, it is vital to understand how climate change may affect 

wind energy sources across the United States, so it is well-known where the best locations 

are to place wind turbines. Increased confidence will ensure that new future wind energy 

projects are worth investing in. It needs to be emphasized that although a particular location 

in the United States may presently be a good candidate for a wind farm, it may not be in the 

future due to climate change. Therefore, it is necessary to forecast where the best wind 

resources will be not only presently, but also in the future to get the best possible future 

usage. Locations across the United States that are projected to have the best potential for the 

use of wind turbines will be explored. 

Downscaling will be used in this study in order to capture the specific aspects of wind 

speeds that Global Climate Models (GCMs) cannot. Currently, global models do not contain 

high enough resolution to capture regional scale features. Therefore, a regional model is 

needed in order to capture these smaller-scale features that the global climate models cannot. 

Downscaling assists with the overall accuracy of wind energy forecasting. Figure 1.1 (UCAR 

2006) shows that the regional climate model (RCM) more closely depicts the actual 

observation and the GCM fails to capture much of the smaller-scale features.  

The key downscaling method applied in this study is dynamical downscaling which 

uses governing equations from dynamics. This downscaling technique is explored under both 

current and future climate. 
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1.2 Current Wind Energy Resource Distribution in the CONUS 

1.2.1 Annual Mean 

Throughout the United States, the larger areas that contain wind energy resources that 

are potentially suitable include the following: the Atlantic coast extending from Maine to 

North Carolina; the Texas Gulf coast;  portions of Hawaii, the Virgin Islands, Alaska, Puerto 

Rico and the Pacific Islands; a great portion of the Great Plains extending from eastern New 

Mexico and northwestern Texas northward to North Dakota, Montana and western 

Minnesota; the Pacific coast extending from Washington to Point Conception, California; the 

Great Lakes; exposed mountain summits and ridge crests located throughout the western 

United States including the Appalachians as well as mountainous Western statesô specific 

wind corridors (Elliot, D.L. et al. 1986).  

 According to the U.S. Department of Energy (2012), from 1999 to 2009 across the 

United States, there has been significant progress of installed wind projects producing 

powerðalso referred to as installed wind capacity. The map of the 1999 year end installed 

wind power capacity (MW) is shown in Figure 1.2.  

As one can see, only 15 states had significant enough wind power capacity in the year 

1999. However, after a period of only 10 years, the number of states with sufficient wind 

power capacity (MW) escalated. In 2009, the number of states grew from only 15 in 1999 to 

a total of 36. Therefore, the number of installed wind projects producing power more than 

doubled over the decade. The map from 2009 is shown in Figure 1.3 (U.S. Department of 

Energy 2012).   
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High wind resources are found at several of the higher mountain summits and 

exposed ridge crests in the western and eastern United States, because during most of the 

year, over the majority of the continental U.S., there are strong mean upper-air wind speeds. 

However, icing, extreme winds and inaccessibility brought on by snow depths and poor 

weather throughout the winter severely restrict many of these areasô suitability for 

development of wind energy (Elliot, D.L. et al. 1986).   

1.2.2 Seasonal Mean 

It is important to assess the wind energy resources for each season since there is very 

large seasonal variation. The maxima generally occur in the spring and winter while the 

minima generally occur in autumn and summer throughout the majority of the continental 

United States (Elliot, D.L. et al. 1986).  

According to the Wind and Water Power Program (2008) under the U.S. Department of 

Energy, wind power is classified into seven classes ranging from class 1 to 7. However, 

classes 3 to 7 are the 5 main classes looked at since the first and second classes are marginal 

and not suitable for wind energy development on a utility-scale. Each class is characterized 

by a particular resource potential, wind power density (W/m
2
), wind speed (m/s) and wind 

speed (mph).  

At a height of 10 m (33ft), classes 3 through 7 contain the following characteristics 

(American Wind Energy Association, 2009): 

¶ Wind Power Class 3 = Fair resource potential, 150-200 W/m
2
 wind power density, 

5.1-5.6 m/s wind speed and 11.5-12.5 mph wind speed.  
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¶ Wind Power Class 4 = Good resource potential, 200-250 W/m
2 
wind power density, 

5.6-6.0 m/s, wind speed and 12.5-13.4 mph wind speed. 

¶ Wind Power Class 5 = Excellent resource potential, 250-300 W/m
2 
wind power 

density, 6.0-6.4 m/s wind speed and 13.4-14.3 mph wind speed. 

¶ Wind Power Class 6 = Outstanding resource potential, 300-400 W/m
2 
wind power 

density, 6.4-7.0 m/s wind speed and 14.3-15.7 mph wind speed. 

¶ Wind Power Class 7 = Superb resource potential, >400 W/m
2
 wind power density, 

>7.0 m/s wind speed and >15.7 mph wind speed.  

Table 1.1 shows a more-displayed outline of the criteria for each wind power class at a 

height of 10 m. The information in this table was derived from the Department of Energy 

(2008) and the American Wind Energy Association (2009). 
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Table 1.1: Classifying Wind Energy at 10 meters based on wind speed (m/s), wind power 

density (W/m
2
) and overall wind resource potential.  

Wind Power Class Resource Potential Wind Speed (m/s) Wind Power 

Density (W/m
2
) 

1 Marginal <4.4 <100 

2 Marginal 4.4-5.1 100-150 

3 Fair 5.1-5.6 150-200 

4 Good 5.6-6.0 200-250 

5 Excellent 6.0-6.4 250-300 

6 Outstanding 6.4-7.0 300-400 

7 Superb >7.0 >400 
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In winter, over the majority of the continental United States, there are stronger mean 

upper-air winds as compared to any other season. For a winter average, several of the higher 

exposed mountain summits and ridge crests in the western and eastern United States 

encounter as great as class 7 wind resource. However, the suitability for wind energy 

development of several of these areas is severely restricted due to in accessibility caused by 

snow depths and poor weather, extreme winds and icing (Elliot, D.L. et al. 1986).  

It is important to note that although the strongest mean upper-air wind speeds occur 

during the winter months, mean wind speeds are usually low in lowland plains, basins and 

valleys throughout the mountainous regions. A frequently remaining stable vertical 

temperature profile is often present due to cold air filling the valleys and basins creating low 

insulation. This results in insufficient vertical mixing and in the lowland areas, light surface 

winds generally persist, even though nearby higher terrain may contain strong winds. 

Therefore, only winds of class 1 or 2 can generally be found in lowlands, basins and valleys 

throughout the mountainous regions in the winter (Elliot, D.L. et al. 1986).  

However, from higher elevations, cold air drainage can be brought down to lower 

elevations and then be channeled through corridors or constrictions that enhance the wind 

speeds. The width of these wind corridors can be as little as a few kilometers or as large as 

over 50 km. The outlets of the corridors are typically where the highest wind speeds are 

located. Some locations across the United States in the winter that are wind corridors with 

class 3 or greater wind resource are found near the following: Judith Gap, Whitehall and 

Livingston, Montana; Santa Fe, New Mexico; La Grande and Portland (the western section 

of Columbia River gorge), Oregon and Milford, Utah. Central and Southern parts of 
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Wyoming consist of several corridors where there are enhanced and channeled prevalent high 

wind speeds. More specifically, between the southern Medicine Bow Mountains and the 

northern Shirley Mountains prevailing westerly winds are channeled resulting in a high wind 

resource of class 7 in the winter (Elliot, D.L. et al. 1986).  

In Spring, there is a weaker mean upper-air flow as compared to winter. However, 

over the majority of the continental United States it remains quite strong until spring 

continues from March until May, then the strength of the flow decreases. Therefore, the wind 

resource on ridge crests and mountain summits as well as exposed coastal areas of the Great 

Lakes, Northwest and Northeast is usually less in spring versus winter (Elliot, D.L. et al. 

1986). 

 During spring, there are also less stable temperature profiles than in the winter due to 

the fact that in the surface layer, there is greater vertical mixing. Therefore, although the 

mean upper-air flow is weaker compared to winter, there are generally greater mean wind 

speeds near the surface over the plains, valleys throughout the majority of the United States 

on the western side of the Mississippi River (Elliot, D.L. et al. 1986).  

The largest thermal contrast between sea and land exist along the coastal regions in 

spring. In spring, the combined effects of regional, thermally induced flow and upper-air 

flow that is weakened but still considered significant in the coastal areas create wind powers 

that surpass those in the winter along most of the south Texas coast and California coast. 

These wind powers are comparable to those wind powers in winter along most of the western 

Great Lakes coastal areas, southern Atlantic coast and the Gulf coast (Elliot, D.L. et al. 

1986).  
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 In summer, over the majority of the United States, wind power is at the lowest point 

and wind speeds aloft decrease. Summer is the maximum wind energy season in the Virgin 

Islands, Puerto Rico, Hawaii, parts of California, Oregon and Washington. Throughout the 

Pacific coast states, high wind resource takes place inland where there are strong surface-

pressure gradients made by the marine air with a warm interior force and the cold water 

through the mountainsô major gaps into the interior. Throughout most of the summer, in these 

wind corridors there are strong persistent winds that take place (Elliot, D.L. et al., 1986).  

In autumn, there is an increase in upper-air wind speeds as there is a progress of 

autumn toward winter. This results in a significantly larger mean wind power in November 

rather than in September throughout much of the country. Throughout the coastal areas of a 

portion of the Texas coast, the Great Lakes, Northeast and Northwest there are class 3 or 

larger wind resource found in autumn. In addition to these locations, the wind corridor areas 

and high plains in Wyoming and Montana; ridge crests and mountain summits which are 

exposed throughout the western mountains and the Appalachians and the majority of the 

great Plains from northern Texas to Montana and North Dakota. Into the autumns, some of 

Californiaôs wind corridors still continue to contain high wind resource (Elliot, D.L. et al. 

1986).  

In Alaska, the wind power maximum season is autumn. This occurs in northern 

Alaska along a great deal of the Arctic coast. These areas see wind power as high as class 6 

and 7. In Hawaii, autumn is considered a period of transition marked by the cold frontsô first 

southward advances and the North Pacific anticycloneô gradual weakening (Elliot, D.L. et al. 

1986).  
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According to Katherine Klink (1998), monthly mean wind speeds are greatest in 

spring and winter for much of the United States because the equator-to-pole pressure and 

temperature gradients are strongest during the spring and winter months. Several stations 

reveal the greatest wind speeds to occur during the months of March and April. The months 

of July, August and September generally experience the weakest monthly wind speeds since 

these months mark a time of diminished latitudinal pressure and temperature gradients. 

Throughout the year, high wind speeds generally occur in the central U.S. stations as well as 

the stations located in the New England area. The low wind speeds generally correspond to 

the southeastern United States. In fact, there is a distinct area within the southeastern United 

States that records some of the lowest wind speed values across the country (Klink 1998). 

Out west, there is a interspersion of stations of high monthly wind speeds as well as 

stations with very low wind speeds. Stations such as Medford, Oregon; Elko, Nevada and 

Missoula, Montana have low mean annual wind speeds whereas stations located along the 

Front Range of the Rockies consist of high monthly wind speeds. In contrast to the New 

England area and central U.S., several west coast stations such as North Bend, Oregon; Santa 

Maria, California and San Francisco California experience their greatest wind speeds in the 

summer and late spring instead of winter and early spring (Klink 1998).  

1.2.3 Spatial Distribution 

The wind power spatial distribution throughout the United States is shown at a height of 

50 meters in Figure 1.4 (Wind and Water Program 2008). As one can see, based upon Figure 

1.4, the superb or best places/location across the United States for wind resource potential are 

found just offshore along the west coast by Northern California and southern Oregon. Also, 
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Alaska is an ideal locationðparticularly along the southwestern tail of the state. Finally, the 

mid-western states Montana, Wyoming, Colorado and New Mexico all contain superb 

resource potential.  

 The outstanding or second-to-best locations across the United States for wind 

resource potential are found along the east coast extending from Maine to South Carolina. 

Also, the Great Lakes region, parts of the west coast just offshore Washington state, Northern 

Oregon and mid and Southern California. In addition, northern, middle and southern coastal 

areas of Alaska and just offshore, outstanding wind resources can be found. Finally, the third 

best locations to build wind turbines would be along the east coast extending from Georgia to 

Maine, southeastern tip of Texas, Great Lakes Region, just offshore Southern California and 

Washington State. Moreover, parts of the Midwest would also be considered a third best 

location for wind resources.  

The spatial distribution of wind resources including the transmission lines from the 

wind energy farms across the United States is shown in Figure 1.5 (National Renewable 

Energy Laboratory 2007). This figure helps depict exactly how much electricity (kV) is being 

generated from the wind farms across the U.S. and exactly where the electricity (kV) is being 

transmitted.  

The spatial distribution of the wind classes throughout North America at a height of 

80 meters is displayed by Cristina Archer from Stanford University shown in Figure 1.6. 

More specifically, this map shows the wind speed averaged over every day for the year 2000 

and the wind speed is extrapolated to 80 m. The wind speed measurements come from 

sounding and surface stations containing 20 or greater valid readings in North America. 
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Surprisingly, one of the greatest promising continental locations for wind power in the world 

was found to be located in what is referred to as the ñcentral beltò of the United States. The 

central belt includes the states of Oklahoma, Nebraska, Kansas, South Dakota and North 

Dakota. The southern and eastern coasts also provide good potential, especially offshore. The 

average wind power class of the Great Lakes area is 6 (8.46 m/s) which is a wind potential 

shared between both Canada and the U.S. (Archer & Jacobson 2005).  

According to Li et al. (2010), the Great Lakes region is currently an excellent 

candidate for the development of wind energy since there are large unobstructed and open 

areas available for construction. In addition, wind energy development could have excellent 

economic benefits. Since the Great Depression, the Great Lakes region is facing the worst 

economic downturn. However, a large economic boost could result with more wind energy 

development. Awareness of the climate variability and regional distribution of wind 

resources is vital since wind energy development is continuously growing into the Great 

Lakes region from the Northern Great Plains region.  

 Based on wind energy industry criteria, most of the Great Lakes region reveals to be 

either marginal or unsuitable for wind energy development. However, ample wind resources 

do exist over Lakes Ontario, Superior and Michigan. In fact, these lake areas contain grid 

points of class 3 or more for greater than 20% of the time. The wind field spatial variability is 

controlled by land-water contrasts. Areas over lake surfaces experience higher winds due to 

reduced surface friction and the areas over land experience slower winds due to increased 

friction at the surface. It appears that the mean winds are slightly higher in the northern and 

western parts than the southern and eastern parts of the region (Li et al. 2010).   
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Figure 1.1: Comparison of a global climate model (GCM) and regional climate model 

(RCM) to actual observational data. The GCM is unable to capture most of the regional scale 

features that the RCM is capable of. Therefore, downscaling of GCMs is essential in order to 

pick up the smaller-scale features that the GCM is not capable of doing alone. (UCAR 2006) 
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Figure 1.2: Wind Power Capacity in 1999 

(U.S. Department of Energy 2012) 
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Figure 1.3: Wind Power Capacity in 2009 

 

(U.S. Department of Energy 2012) 
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Figure 1.4: Wind Power Classification across the United States  

 

(U.S. Department of Energy 2011) 
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Figure 1.5: Spatial Distribution of Wind Resources and Transmission Lines  

 

(U.S. Department of Energy 2007) 
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Figure 1.6: Spatial Distribution of Wind Classes across North America at a height of 80 

meters. (Christina Archer, Stanford University) 
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CHAPTER 2 

DATA, MODEL AND METHODS  

2.1 Data 

2.1.1 North American Reanalysis Data (NARR) 

NARR is the independent observational data set used in this study. NARR stands for 

ñNorth American Regional Reanalysisò and is an assimilation of significantly large amounts 

of observational data. NARR data comes from NCEP (National Centers for Environmental 

Prediction). A great deal of the data was identical to the NCAR/NCEP Reanalysis also 

known as Global Reanalysis (GR). This dataset includes moisture from radiosondes, 

temperatures and winds as well as surface observationôs pressure data. In addition, aircraft 

winds and temperatures, dropsondes, geostationary satellitesô cloud drift winds and pibals are 

also included. Moreover, assimilation of precipitation is also a very large element of the 

NARR (NCDC 2010). 

The NARR data files consist of selected quantities and analyses from the forecast of 0 

to 3 hours. The NARR uses a 32 km version of the ETA data assimilation system (EDAS) 

and the NCEP operational ETA model from 1993 in order to provide a reanalysis of 

historical observations. North and Central America are the main parts of the domain included 

in the analyses; however, parts of South America, UK and Eastern Asia as well as the oceans 

in between these locations are included. Analyses were assembled 8 times daily from 

October 1978 up to the present. However, it is important to note that the full complete range 

of data available is from 1979 to the present since the year of 1978 is incomplete. The 
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NCEP/DOE Reanalysis is where the derived horizontal boundary conditions came from 

(NCDC 2004). 

A high temporal (3 hour) and spatial (32 km) analyses of North America and nearby 

land masses and oceans from the time period of October 1978 to the present are provided in 

the combined dataset. The key advantages of NARR reanalysis over NCEP/NCAR is that it 

has a preferred land-surface model (NOAH) which allows for much greater land surface 

treatments, there is higher resolution, there is a better description of the terrain (soil type, 

heights, vegetation) and there is more surface data (observed surface winds and precipitation) 

being assimilated. The NARR dataset contains estimates of radiative, subsurface and surface 

properties from model-derived fields as well as conventional atmospheric analyses (NCDC 

2004).  

The two file names containing the data corresponding to each analysis time are the 

following: 

¶ merged_AWIP32.YYYYMMDDHH 

¶ merged_AWIPS32.YYYYMMDDHH.b 

The reason the data is divided into two files is because one is GrADS compatible and the 

other is not. The ñ.bò file is significantly smaller and consists of similar fields in the larger 

file. However, there are a few differences not recognizable to GrADS. An example of the 

difference between the ñ.bò file and the larger one is that for the ñ.bò file, there is a 3 hour 

forecast for all the possible variables such as sensible heat flux, but the larger file consists of 

the 0-3 hour forecast average. The date code is YYYYMMDDHH and this represents the 

forecast starting time for quantities predicted by the model such as precipitation or flux. This 
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forecast starting time is also referred to as the analysis time. All of the times are coded in 

UTC and the HH are every 3-hour intervals: 0, 03, 06, 09, 12, 15, 18, and 21. The start date is 

represented as: 1978100100 and the end date is to the present (NCDC 2004).  

The NARR data follows the operational NCEP model convention since it is contained 

within a Lambert conformal grid and there are all earth-relative vector components instead of 

grids-relative vector components (NCDC 2004). The Lambert Conformal Conic grid has 

dimensions 349x277. The resolution of this grid is approximately 32 km. The coverage area 

is shown in Figure 2.1 and a more zoomed out version of the coverage area is shown in 

Figure 2.2 (NOAA).  

In this study, NARR reanalysis data will be assessed from the time period of 00 UTC 

January 1, 1990 to 18 UTC December 31, 1999. This 10-year span of data will help to reveal 

current climate trends in wind field behavior with respect to time. This span of data will help 

to provide several different numerical variables for time series analysis in order to understand 

how climate change has impacted wind resources in the continental and coastal United States 

(CONUS).  

The NARR variables used in this study include the following (NCDC, 2004):  

¶ UGRD10m = the horizontal east-west u component of the wind speed (m/s) at 10 m 

¶ VGRD10m = the vertical north-south v component of the wind speed (m/s) at 10 m 

 According to Li et al. (2010), there has been validation of NARR data against both 

upper air and surface observations from several studies. Over a 24 year period from 1979 to 

2002 across the United States, more than 100 sites using rawinsonde sounding profiles 

revealed that wind profiles and temperature in NARR are in very much agreement with the 



22 

 

 

 

 

sounding profiles from rawinsondes. It is also revealed that NARR fits to rawinsondes are 

significantly better than GR (Global Reanalysis project) containing less RMS (root-mean-

square) error from the layer of the surface to a height of 200 hPa particularly near the 

tropopause and in the lower troposphere. NARR data also reveal considerably greater 

improvements over GR in both the 2 m temperatures and 10 m winds containing improved 

diurnal cycle behavior.  

 In the study by Li et al. (2010), near-surface wind speed is the variable of interest. 

When comparing to previous reanalysis data, one of NARRôs advantages is that observed 

winds at 10 m have been assimilated into NARR. Only a small negative bias (no larger than -

0.5 ms
-1
) was revealed when a comparison was made between 400 U.S. surface stationsô 

observed wind and NARR 10 m wind in both winter and summer. This is a considerably 

large improvement over GR since the bias is 1-2 ms
-1

 in winter which is a significant positive 

bias. The NARR RMS is less in summer, even though there is no apparent advantage in bias.  

 According to Li et al. (2010), in order to measure how accurately the observed wind 

speeds are represented by the NARR-derived 80 m winds, rawinsonde soundings were 

obtained from five stations across the region for 14-30 year time periods. The five stations 

looked at are the following: Buffalo, NY; Gaylord, MI; Green Bay, WI, International Falls, 

MN and Detroit, MI. The 80 m wind speed derived by NARR contains a slight bias at all five 

stations. However, the sign of the bias vary from one station to the next. The bias is negative 

at Detroit, MI and Buffalo, NY. In contrast, the remaining three stations contain a positive 

bias. The minimum bias value is located at Buffalo, NY with a value of -0.64 ms
-1

 and the 

maximum bias value is located at Gaylord, MI with a value of +0.59 ms
-1

. Across all five 
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stations, the approximate mean bias is close to zero. This exact mean value is 0.08 ms
-1

. The 

range of RMS error is from 0.55 to 0.84 ms
-1

. Finally, the smallest correlation coefficient 

value is found at Internal Falls, MN with a value of 0.61 whereas the largest correlation 

coefficient value is found at Detroit, MI with a value of 0.9. Therefore, this indicates that 

there is a reasonable correlation between the NARR wind temporal variation and the 

observed wind variation.  

 According to Messenger et al. (2005), the North American Reanalysis Project 

successfully met all of its main objectives from the start. The objectives were to create a 

climate dataset that is high-resolution, long-term and consistent for the North America 

domain and this would be a significant improvement in both accuracy and resolution over 

previous global reanalysis datasets. The near-surface winds are closer to the observations 

compared to the winds of the GR. In addition, there are considerable improvements in winds 

at the tropospheric level. Another advantage of NARR over GR, is that the 10 m winds have 

been assimilated by NARR.  

2.1.2 Global Forecast System (GFS) 

 GFS analysis data is the main global data set that feeds into the Global Climate 

Model for the SSDA approach (which is the key dynamical downscaling approach in this 

study). More specifically, National Centers for Environmental Prediction (NCEP) Final 

Operational Global Analysis data was used. This data set assembled every six hours: 00 

UTC, 06 UTC, 12 UTC and 18 UTC. In addition, the data are on 1.0x1.0 degree grids. This 

NCEP Final Operational Global Analysis data is taken from the Global Data Assimilation 

System (GDAS) which gathers observational data continuously from many sources including 
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the Global Telecommunications System (GTS) for several analyses. The same model which 

NCEP employs in the GFS is used to create the NCEP Final Analyses. However, the final 

analyses are assembled approximately an hour after the GFS is initialized. In order for more 

observational data to be used, the final analyses are delayed. Due to time critical forecast 

needs, the GFS is run earlier and as part of its initialization, makes use of the final analyses 

from the previous cycle of every six hours (UCAR 2012).  

The analyses are available at 26 mandatory as well as other pressure levels from 1000 

mb to 10 mb, some sigma layers, the surface, in the surface boundary layer, the tropopause 

and a few other locations. There parameters available are the following: 

1) Temperature 

2) Sea level pressure 

3) Soil values 

4) Relative humidity 

5) Vertical motion 

6) Ozone 

7) Surface pressure 

8) Geopotential height 

9) Sea and surface temperature 

10)  Ice cover 

11)  U- and v- winds 

12) Vorticity  
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There is a continuous extension of a near to current data of the archive time series. The 

archive time series is not maintained in real-time (UCAR 2012).  

2.1.3 Intergovernmental Panel on Climate Change IPCC GCM: CCSM3 

The release date of the third version of CCSM to the public was in June 2004. CCSM 

stands for the ñCommunity Climate System Modelò and is a coupled climate model used for 

simulating the climate system here on planet Earth. CCSM is made up of four different 

models that simulate the earthôs ocean, atmosphere, sea ice and land surface as well as one 

central coupler component simultaneously. As a result, data from CCSM3 allows researchers 

to research the fundamentals of earthôs past, present and future climate states (UCAR 2012). 

The two data sets used to drive the regional model in this study are the following: 

1. b30.030e 20th century (20C3M) 

2. b30.040e IPCC SRES A1B scenario (SRESA1B) 

The 20C3M data is used to downscale current climate and has a time span of 1990 to 1999 

whereas the SRESA1B is used to downscale future climate and has a time span of 2000-

2099. Both sets of data are 6-hourly data information derived from the CCSM3 IPCC AR4 

simulations (UCAR 2011).  

2.2 Model 

2.2.1 Weather Research and Forecasting (WRF) Model 

The Weather Research and Forecasting (WRF) Model is both a fully compressible 

and nonhydrostatic model and consists of a run-time hydrostatic option. A terrain-following 

hydrostatic pressure coordinate is the type of vertical coordinate. The Arakawa C-grid is the 
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grid staggering for this model. The model uses the 2
nd

 and 3
rd

 order Runge-Kutta time 

integration schemes as well as the advection schemes on the 2
nd

 and 6
th
 order in both the 

vertical and horizontal coordinates. A time-split small step is used for gravity-wave and 

acoustic modes. Finally, the dynamics conserves variables that are scalar (NCAR 2012).  

The code of the WRF model consists of an initialization program, a numerical 

integration program, a one-way nesting program as well as a program for bogussing tropical 

storms. Version 3 of the WRF model supports a wide array of capabilities. The capabilities of 

the WRF model include the following:  

1) Filter options and full physics options 

2) Idealized and real-data simulations 

3) Hydrostatic and non-hydrostatic runtime options 

4) A wide array of lateral boundary condition options for both idealized and real-data 

simulations 

5) Positive-definite advection scheme 

6) Observational nudging 

7) Three-dimensional analysis nudging 

8) One-way, two-way and moving nesting options 

9) Digital filter initialization and  

10) Regional and global applications.  

 For the past few years, the modeling system, Advanced Research WRF (ARW) has 

been in development. Version 3 is the current release and has been available since April 

2008. This modeling system is efficient and portable on available computer platforms and is 
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designed to be a state-of-the-art and flexible atmospheric simulation system. Finally, the 

ARW is capable of covering a wide range of applications from meters to thousands of 

kilometers. These applications include the following: regional climate research, forecast 

research, idealized simulations, real-time NWP, hurricane research, teaching, paramterization 

research, coupled-model applications and finally, data assimilation research (NCAR 2012). A 

flow chart displaying how Version 3 of the WRF model works is depicted in Figure 2.3. 

Figure 2.3 shows the major programs contained within the WRF Modeling System: 

the WRF Preprocessing System (WPS), WRF-Var, ARW solver and Post-processing & 

Visualization tools. First, an external data source is needed to feed into the model. In this 

study, GFS data is used as the external data source. Then the WPS works to break the data 

into real components. More specifically, this program is mainly used for real-data 

simulations. The programôs functions first off include, defining simulation domains, then 

interpolating terrestrial data (landuse, terrain and soil types) to the simulation domain and 

finally, degribbing and interpolating meteorological data from another model to this 

simulation domain. Figure 2.4 breaks down WPSôs functions more in detail from a visual 

perspective. Once WPS is complete, the WRF-Var and ARW solver programs both work to 

produce WRF output data files compatible with several data visualization programs 

including: IDV, VAPOR, NCL, ARWpost (GrADS), RIP4, UPP (GrADS/GEMPAK) and 

MET. For this study, NCL is used to post-process and visualize the WRF output files. 

 

 



28 

 

 

 

 

2.2.2 Model Domain and Settings 

The WRF model domain used in this study covers the Continental United States 

(CONUS) region. More specifically, 163 x 109 grid points, 36 km grid spacing, Lambert 

conformal map projection and the domain is centered at (38.0 ϊN, 98.0 ϊW). The integration 

time step is 120 seconds. The CONUS domain used for this study is depicted in Figure 2.5.

 Several WRF physics schemes were selected and inputted into the model for this 

study. The microphysics scheme (mp_physics) option that was chosen was the WRF Single-

Moment 5-Class Scheme which is a modified version of the WRF Single-Moment 3-class 

scheme. Instead of just simply being an efficient scheme with snow and ice processes 

appropriate for mesoscale grid sizes, this updated version allows for super-cooled water and 

mixed-phase processes (NCAR 2009).  

For longwave radiation (ra_lw_physics), the CAM (NCAR Community Atmosphere 

Model) radiation scheme was used. This scheme is derived from the CAM 3 climate model 

used in CCSM. This scheme allows for trace gases and aerosols (NCAR 2009). More 

specifically, this scheme is used in the CAM 3.0 for the purpose of climate simulations and is 

a type of spectral-band scheme. It has the capability to deal with several trace gases and 

collaborates with resolved clouds and cloud fractions (Skamarock et al. 2008).  

For shortwave radiation (ra_sw_physics) the CAM radiation scheme was also used. 

However, there are additional features found within the longwave CAM radiation scheme. 

This scheme is also able to handle the optical properties of trace gases and several types of 

aerosols (NCAR 2009). The shortwave CAM scheme uses overlap assumptions and cloud 
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fractions in regions that are unsaturated and consists of a monthly zonal ozone climatology 

(Skamarock et al. 2008).  

The MM5 Similarity scheme was used for the surface layer scheme 

(sf_sfclay_physics). This surface layer scheme is based on Monin-Obukhov with Carslon-

Boland standard similarity and viscous sub-layer functions both from look-up tables (NCAR 

2009). This scheme uses functions of stability from Webb (1970), Paulson (1970), and Dyer 

and Hicks (1970) in order to compute surface exchange coefficients for momentum, heat and 

moisture. In the current version of this scheme, there is no included thermal roughness length 

parameterization (Skamarock et al. 2008).  

The Noah Land Surface Model was the type of model chosen for the land-surface 

model (sf_surface_physics) in this study. The Noah Land Surface Model scheme is a unified 

NCEP/NCAR/AFWA scheme (NCAR 2009) and code for operational and research purposes 

which is almost exactly the same code used in the NCEP North American Mesoscale Model 

(NAM). Fortunately, this has the benefit of having consistency with the time-dependent soil 

fields given in the analysis datasets. This model consists of 4 layers of soil temperature and 

moisture with prediction of snow cover and canopy moisture. The thickness layers are 10, 30, 

60 and 100 cm from top to bottom. It includes soil drainage and runoff, root zone, 

evapotranspiration and takes vegetation categories into account, soil texture and monthly 

vegetation fraction. This scheme provides to the boundary-layer scheme, both latent and 

sensible heat fluxes. In addition, the Noah LSM has an improved urban treatment, predicts 

fractional snow cover effects and soil ice and considers surface emissivity properties. Since 

the OSU scheme, these improvements are all new (Skamarock et al. 2008). 
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The Yonsei University (YSU) scheme is used for the Planetary Boundary Layer 

(PBL) scheme. This is a non-local-K scheme consisting of explicit parabolic K profile and 

entrainment layer in an unstable mixed layer (NCAR 2009).  The YSU scheme represents 

fluxes as a result of non-local gradients by means of using the countergradient terms. This 

scheme is also the next generation of the MRF PBL scheme. In addition to what the MRF 

PBL scheme provides, the YSU PBL scheme adds at the top of the PBL, entrainment layer 

explicit treatment. In line with results from large-eddy model studies, the entrainment is 

designed to be proportional to the surface boundary layer flux.  A zero critical bulk 

Richardson number defines the top of the PBL. The PBL top is also defined at the maximum 

entrainment layer since it is dependent on the buoyancy profile. A counter-gradient mixing of 

smaller magnitude in the YSU PBL scheme creates a well-mixed boundary-layer profile. 

However, in the case of the MRF PBL, there is an over-stable structure that is pronounced in 

the upper section of the mixed layer (Skamarock et al. 2008). 

The Kain-Fritsch sub-grid scheme is the cumulus parameterization scheme used in 

this study. Cumulus parameterization schemes are in charge of the effects of convective 

clouds on a sub-grid scale. Since it accounts for both deep and shallow convection by means 

of using a mass flux approach consisting of downdrafts and CAPE removal time scale 

(NCAR 2009).  In 2004, the Kain-Fritsch scheme was modified based testing within the Eta 

model and based on the 1990 and 1993 versions of Kain and Fitsch (KF). Just like the 

original KF scheme, the new KF scheme uses a simple cloud model consisting of moist 

downdrafts and updrafts, including the effects of relatively simple microphysics, entrainment 

and detrainment. There are several differences between the original KF scheme and the new 
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KF scheme. The new KF scheme takes into account not only deep convection, but also 

shallow convection. Shallow convection is also known as non-precipitating convection and is 

allowed for any updraft not obtaining cloud depth minimums for precipitating clouds. The 

cloud depth minimum for each precipitating cloud varies as a function of temperature of the 

cloud base. In the new KF scheme, it is allowed for the entrainment rate to vary as a function 

of low-level convergence. Finally, there are several downdraft changes.  The source layer is 

the deep 150-200 mb layer right above the cloud base. At the cloud base, mass flux is 

referred to as a fraction of updraft mass flux. Rather than other parameters or wind shear, this 

fraction is a function of source layer relative humidity. In other words, relationship of old 

precipitation efficiency is not used. The last downdraft change involves detrainment in that it 

is specified to take place below the updraft source layer and inside this layer (Skamarock et 

al. 2008). 

2.3 The SSDA Method 

The Scale-Selective Data Assimilation (SSDA) method is the key downscaling 

approach in this study. SSDA is unique from the traditional sponge zone nesting down 

approach in that it implants the large-scale atmospheric circulation elements into a regional 

model from a global model to improve predictions and simulations of regional climate (Peng 

et al., 2010). The SSDA method implants the larger atmospheric scale features from the 

Global Climate Model (GCM) and implants these features into the Limited Area Model 

(LAM) since the LAM is limited to only regional scale features.  This allows the LAM to 

grasp the overall picture of both the regional scale atmospheric elements as well as the larger 

surrounding global scale features. In other words, SSDA assists with the communication 
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between the global and regional scale features and therefore, leads to an overall more 

accurate depiction to observational data sets whereas the Traditional Approach leads to 

greater error.  

Figure 2.6 (Liu and Xie 2011) shows the more technical aspects of how the SSDA 

procedure works. A scale separation is conducted for both the Limited Area WRF Model 

output as well as for the Global Forecast System (GFS) data sets. The regional model 

(WRFRST) is separated into both large regional scale (LWRF) and small regional scale 

(SWRF) features and the global model (GFS) is also divided into both large (LGFS) and 

small features (SGFS), but on a global scale. All four scales are then combined to produce 

combined results (COMOBS) before undergoing a three-dimensional variational data 

assimilation (3DVAR) leading to the final new results (NEWRST). 
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Figure 2.1: NARR Data Coverage Area (NOAA) 
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Figure 2.2: NARR Data Coverage Area Zoomed Out (NOAA) 
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Figure 2.3: WRF Modeling System Version 3 Flow Chart (NCAR 2012) 
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Figure 2.4: WRF Preprocessing System (WPS) Flowchart (NCAR 2012) 
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Figure 2.5: CONUS Domain 
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Figure 2.6: Technical Procedure of an SSDA cycle (Liu and Xie 2011) 
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CHAPTER 3 

CURRENT CLIMATE WIND ENERGY RESOURCES IN THE 

CONUS BASED ON NARR DATA 

3.1 Average Annual Wind Speed (m/s)  

In this study, NARR data was first used to assess the current climate average annual 

wind speed (m/s). The wind speed magnitude is measured here by simply taking the square 

root of the sum of the x and y components squared at 10 m height above the ground. This can 

be expressed mathematically by the following formula: 

(U10
2
 + V10

2
)
1/2

 

Where U10 and V10 denote 10 m height wind speed in x and y direction, respectively. 

Current climate is set as the ten-year frame from 1990 to 1999. Figure 3.1 shows a very 

similar depiction of the wind resource distribution shown in Figure 1.4. The greatest average 

annual wind speed is located along the coastal areas, mountainous regions as well as the 

Great Lakes region. Surprisingly, one of the greatest and most promising continental 

locations for wind power which really sticks out in Figure 3.1 is what is referred to as the 

central belt of the United States. The central belt corresponds to the states found in the mid 

west. According to Archer and Jacobson (2005), the central belt is actually one of the most 

promising continental locations for wind power in the world.  

3.2 Average Annual Wind Power Density (W/m
2
) 

 The average annual wind power density (W/m
2
) for current climate was assessed 

following the average annual wind speed (m/s) as shown in Figure 3.2. Wind Power Density 
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is simply the rate at which wind energy transmits through a unit of space or area. Wind 

power density can be expressed mathematically as power over area: 

P/A = ½ ɟv
3
 

 In other words, calculating the wind power density provides an overall estimation of wind 

resource potential over a specific region. Most often, the annual average wind power density 

is measured for a particular site or region in order to provide a better estimate of the wind 

resource potential over a certain site or region. According to Figure 3.2, the average wind 

power density ranges anywhere from 50 and 150 W/m
2
 on average across the United States. 

Wind power density shows a much clearer picture of where the greatest wind resource 

potential is across the CONUS region as compared to simply the average annual wind speed. 

The coastal, mountainous and Great Lakes regions really stick out a lot more in Figure 3.2.  

3.3 Seasonal Variation 

NARR data was also used to find the seasonal variation for current climate (1990-

1999). When looking at the comparison of winter months (December, January and February) 

versus summer months (June, July and August) (Figure 3.3), winter has a noticeably greater 

mean wind speed distribution especially over the Great Lakes region, and along the east coast 

of the United States--More specifically, in the New England Area. Also, the mountain ranges 

(Rockies and Appalachians) experience greater mean wind speeds. 

When comparing spring months (March, April and May) versus fall or autumn 

months (September, October and November), there are noticeably greater wind speeds in the 

left for Spring--especially in the central Plains which most likely associated with the strong 

dew point gradient which forms in the Spring time causing a lot of convective processes to 
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occur. There are also slightly greater winds along Florida panhandle and the southeastern 

parts of the United States. Figure 3.4 shows the comparison of Spring versus Fall. Therefore, 

the maximum wind speeds occur during the spring and winter months whereas the minimum 

wind speeds occur during the fall and summer months. 

When making a quantitative comparison between winter versus summer based on 

NARR data (Figure 3.3), the winter average annual wind speed peaks to as high as 8 m/s 

along the coastal regions, Great Lakes region, Rocky Mountains and Appalachian mountains. 

The overall annual average wind speed for the winter months averages to about 4-5 m/s. 

During the summer months, the average annual wind speed is approximately 3 m/s with 

maximum wind speeds of 5 m/s occurring in the Great Plains region and Great Lakes region 

and wind speeds as high as 7 m/s just south of the Rockies.  

 When comparing Spring versus Fall, there is an overall greater average annual wind 

speed across the CONUS region-especially in the Great Plains region since there are several 

convective systems that brew during the spring months of the year. The wind speeds average 

to about 5-6 m/s across the entire Great Plains and as great as 8 m/s along portions of the 

mountainous regions. As far as the average annual wind speed is concerned over the entire 

CONUS region, an average wind speed of around 5 m/s is estimated. During the Fall months, 

the average wind speed across the entire CONUS region averages to only about 3-4 m/s with 

maxima of 6-8 m/s occurring along the coastal regions, Rockies and Great Lakes region.  

Overall, NARR data is consistent with the study by Elliot et al. (1986) and Katherine 

Klink (1998) where the maxima generally occur in the spring and winter while the minima 
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generally occur in autumn and summer throughout the majority of the continental United 

States. 
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Figure 3.1: 1990-1999 Average Annual Wind Speed (m/s) across the entire CONUS region. 
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Figure 3.2: 1990-1999 Average Annual Wind Power Density (W/m
2
) across the entire 

CONUS region. 

  


