ABSTRACT
COSTA, KATELYN BROOKE. Downscaling of Climate Change Impacts on Windrgy
Resources ithe ContinentalUnited StatesGONUS). (Under the directiomf Dr. Lian Xie).

This study starts with the investigation tbie wind energy resource distribati under
current climate in the continental United States (CONUS) region. The annual mean, seasonal
mean and spatial distributions areiallestigated in this studyCurrently, global climate
models (GCMs) do not contain high enough resolution to capggrenal scale features of
several meteorological parameters including precipitation, temperatuvgrahdpeed.

Therefore, downscaling assists with the overall accuracy of measuring wind speeds at a
height of 10 meters.

The key method used in this diy is the ScakSelective Data Assimilation (SSDA)
approach. When the SSDA method is applied to downscaling climate models on a global
scale, the resulting wing speeds more closely depict the actual wind speeds from
observational data sets across the CGNe&lgions as compared to the current Traditional
Sponge Nesting Down approach. This is shown for both a specific synoptic weather event as
well as for the entire CONUS region for current climate. The validated nwothen applied
to project futurevind energy resources acrosse CONUS under the A1B IPCC climate
change scenario for both 2040s and 2090s.

The Weather Research and Forecasting Model (WRF) is the model used in this study
along with Global Forecasting System (GFS), North American ReanalysRRN and
IPCC GCM: CCSM3 data sets. GFS data is the independent data set that feeds the SSDA
method when downscaling GCMs. NARR is an independent observational data set used for

comparing to the downscaled data. Finally, CCSM3 is the data set provitlesl by



Intergovernmental Panel on Climate Change (IPCC) in order to downscale future climate
based on the A1B scenario.

Based on the findings in this studyhen projecting into future climate (2040s and
2090s)by meanffollowing what i s e x pAl8scenard, the averbge &buals
wind speed (m/s) experiences an ovefalit scross the CONUS regioRrom the current
climate to the 2040shé average annual wind speed is expected to increase over the Great
Plains, Northern Great Lakesgion and sathwestern United States located southwest of the
Rocky Mountains. A projected 0.1 to 0.2 m/s increase in mean wind speed is expected over
these regiona/Vhen projecting into the 2090s from current climateye is an overall
increase in the Great Plairegion and southwestern United Statested southwest of the
Rockies with a mean wind speedieaseanywhereébetween 0 and 0.1 m/s from the current
climate to 2090s. However, the northern Great Laggeonexperiencesnevengreater
increasdrom curent climate to 2090s than over the first few decades witkan wind
speedf anywhere from 0.1 to 0.4 m/s.

Most importantly, in this study, SSDA downscaled wind speed tends to improve over
the global model simulation most significantly at higher wincedgelmprovements over
regions of abundant wind resources are particularly significant since these are regions wind
energy engineering is most likely to be conducted.

These findings are essential in order to provide the knowledge to renewable wind
energy companies so they know exactly where to invest in new wind energy projects across
the continental United States. This ensures that each future wind energy farm will get the best
use out of renewable wind energy resources which will most likely leadgdutire

dependence on fossil fuels for electric power and help the U.S. to move forward.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The specit purpase of this studys to investigate the impacts of climate change on
wind energy resources over tbentinentalUnited States (CONUSClimate change is
constantly altering wind patterns across the globe. Wind is an extremely valuable renewable
enegy source that needs to receive significan
to change. The focus of this project will be to project where the best possible wind energy
sources will be located tbughout the CONUSN order to get the maxiam possible usage
of wind energy in the future. This will likely lead to substantially greater interest in investing
in more wind energy usage over fossil fuel burning and help the United States to move
forward. Investing in more wind energy projects ishn order to help put an end to the
constant pollution, depletion and degradatio
Economically speakinghe addition of new wind energy farms in the United States
rather than more coal and nuclear power plants will ity result in longterm savings.
According to Sahin (2004), electricity generation cost is constructed from three main costs:
capital cost, running costs and financing. The most significant cost to consider of these three
is the running cost which is prised of fueling, operating and maintenance of the plant.
The major advantage of wind turbines is that there are zero fuel costs. Therefore, operation
and maintenance are the only major running expenses. In addition, when considering the

external or soeil costs of different types of electricity generation, wind energy results in an



overall cheaper cost. Some of the social costs to consider with coal and nuclear power plants
are the following: oil spills and clean up, air pollution and lergn health daage which
are all quite costly (Sahin 2004).

From a societal standpoint,is vital to understand how climate change may affect
wind energy sources across the United States, so it ikm@Nn where the best locations
are to place wind turbines. Incezal confidence will ensure that new future wind energy
projects are worth investing in. It needs to be emphasized that although a particular location
in the United States may presently be a good candidate for a wind farm, it may not be in the
future due taclimate change. Therefore, it is necessary to forecast where the best wind
resources will be not only presently, but also in the future to get the best possible future
usage. Locations across the United States that are projected to have the bestfpotietial
use of wind turbines will be explored.

Downscaling will be used in this study in order to capture the specific aspects of wind
speeds that Global Climate Models (GCMs) can@atrently, global models do not contain
high enough resolution to capéuregional scale features. Therefore, a regional model is
needed in order to capture these smatale features that the global climate models cannot.
Downscaling assists with the overall accuracy of wind energy forecasting. FigtéCAR
2006) showshat the regional climate model (RCM) more closidypicts the actual
observation anche GCMfails to capture muchf the smalleiscale features.

Thekeydownscaling methodppliedin this study islynamicaldownscaling which
uses governing equation®iin dynamics. This downscaling techniquexplored mderboth

current and future climate.



1.2 Current Wind Energy Resource Distribution in the CONUS

1.2.1 Annual Mean

Throughout the United States, the larger areas that contain wind energy resources that
are potentially suitable include the following: the Atlantic coast extending from Maine to
North Carolina; the Texas Gulf coast; portions of Hawaii, the Virgin Islands, Alaska, Puerto
Rico and the Pacific Islands; a great portion of the Great Plains exgenoim eastern New
Mexico and northwestern Texas northward to North Dakota, Montana and western
Minnesota; the Pacific coast extending from Washington to Point Conception, California; the
Great Lakes; exposed mountain summits and ridge crests locatadhbut the western
United States including the Appalachians as
wind corridors (Elliot, D.L. et al1986).

According to thdJ.S. Department of Enerd2012) from 1999 to 2009 across the
United States, thereab been significant progress of installed wind projects producing
poweB also referred to as installed wind capacity. The map of the 1999 year end installed
wind power capaity (MW) is shown in Figure 1.2

As one can see, only 15 states had significanigmevind power capacity in the year
1999. However, after a period of only 10 years, the number of states with sufficient wind
power capacity (MW) escalated. In 2009, the number of states grew from only 15 in 1999 to
a total of 36. Therefore, the numbermdtalled wind projects producing power more than
doubled over the decadEhe map from 2009 is shown in Figure {LBS. Department of

Energy 2012



High wind resources are found at several of the higher mountain summits and
exposed ridge crests in thestern and eastern United States, because during most of the
year, over the majority of th®ontinentall.S., there are strong mean uppérwind speeds.
However, icing, extreme winds and inaccessibility brought on by snow depths and poor
weather throughut t he winter severely restrict many

development of wnd energy (Elliot, D.L. et all986).
1.2.2 Seasonal Mean

It is important to assess the wind energy resources for each season since there is very

large seasonal variah. The maxima generally occur in the spring and winter while the
minima generally occur in autumn and summer throughout the majority cbtiti@ental
United States (Elliot, D.L. et al986).

According to the Wind and Water Power Program (2008) utheéel).S. Department of
Energy, wind power is classified into seven classes ranging from class 1 to 7. However,
classes 3 to 7 are the 5 main classes looked at since the first and second classes are marginal
and not suitable for wind energy development orildy-scale. Each class is characterized
by a particular resource potential, wind power density (%)/mind speed (m/s) and wind
speed (mph).

At a height of 10 m (33ft), classes 3 through 7 contain the following characteristics
(American Wind Energy #sociation, 2009):

f  Wind Power Class 3 Fair resource potential, 1800 W/nf wind power density,

5.1-5.6 m/s wind speed and 1112.5 mph wind speed.



f  Wind Power Class 4 Good resource potential, 2280 W/nfwind power density,

5.6-6.0 m/s, wind speechd 12.513.4 mph wind speed.

f Wind Power Class 5 Excellent resource potential, 2800 W/nfwind power

density, 6.66.4 m/s wind speed and 1314.3 mph wind speed.

f  Wind Power Class 6 Outstanding resource potential, 3000 W/nfwind power

density, 6.47.0 m/s wind speed and 1413.7 mph wind speed.

1 Wind Power Class # Superb resource potential, >400 \Wiwind power density,

>7.0 m/s wind speed and >15.7 mph wind speed.

Table 1.1 shows a morsplayed outline of the criteria for each wind power ctdss
height of 10 m. The information in this table was derived from the Department of Energy

(2008) and the American Wind Energy Association (2009).



Table 1.1 Classifying Wind Energy at 10 meters based on wind speed (m/s), wind power

density (W/nf) and overall wind resource potential.

Wind Power Class Resource Potential Wind Speed (m/s)| Wind Power
Density (W/nf)
1 Marginal <44 <100
2 Marginal 4.45.1 100-150
3 Fair 5.1-5.6 150-200
4 Good 5.66.0 200250
5 Excellent 6.06.4 250-300
6 Outstanding 6.4-7.0 300400
7 Superb >7.0 >400




In winter, over the majority of theontinentalUnited States, there are stronger mean
upperair winds as compared to any other season. For a winter average, several of the higher
exposed mountairusnmits and ridge crests in the western and eastern United States
encounter as great as class 7 wind resource. However, the suitability for wind energy
development of several of these areas is severely restricted due to in accessibility caused by
snow depth and poor weather, extreme wiradsl icing (Elliot, D.L. et al1986).

It is important to note that although the strongest mean tgpetind speeds occur
during the winter months, mean wind speeds are usually low in lowland plains, basins and
valleys hroughout the mountainous regions. A frequently remaining stable vertical
temperature profile is often present due to cold air filling the valleys and basins creating low
insulation This results in insufficient vertical mixing and in the lowland areglt Burface
winds generally persist, even though nearby higher terrain may contain strong winds.
Therefore, only winds of class 1 or 2 can generally be found in lowlands, basins and valleys
throughout the mountainous regionghe winter (Elliot, D.L. efl. 1986).

However, from higher elevations, cold air drainage can be brought down to lower
elevations and then be channeled through corridors or constrictions that enhance the wind
speeds. The width of these wind corridors can be as little as a few telsme as large as
over 50 km. The outlets of the corridors are typically where the highest wind speeds are
located. Some locations across the United States in the winter that are wind corridors with
class 3 or greater wind resource are found near tleeviol: Judith Gap, Whitehall and
Livingston, Montana; Santa Fe, New Mexico; La Grande and Portland (the western section

of Columbia River gorge), Oregon and Milford, Utah. Central and Southern parts of



Wyoming consist of several corridors where theresatganced and channeled prevalent high
wind speeds. More specifically, between the southern Medicine Bow Mountains and the
northern Shirley Mountains prevailing westerly winds are channeled resulting in a high wind
resource of class 7 the winter (Elliot,D.L. et al.1986).

In Spring, there is a weaker mean upperflow as compared to winter. However,
over the majority of theontinentalUnited States it remains quite strong until spring
continues from March until May, then the strength of the flowebesw®s. Therefore, the wind
resource on ridge crests and mountain summits as well as exposed coastal areas of the Great
Lakes, Northwest and Northeast is usually less in sprirgusewxinter (Elliot, D.L. et al.

1986).

During spring, there are also lesalde temperature profiles than in the winter due to
the fact that in the surface layer, there is greater vertical mixing. Therefore, although the
mean uppeair flow is weaker compared to winter, there are generally greater mean wind
speeds near the suréaover the plains, valleys throughout the majority of the United States
on the western side of the Misspgs River (Elliot, D.L. et al1986).

The largest thermal contrast between sea and land exist along the coastal regions in
spring. In spring, the eobined effects of regional, thermally induced flow and uper
flow that is weakened but still considered significant in the coastal areas create wind powers
that surpass those in the winter along most of the south Texas coast and California coast.
Thesewind powers are comparable to those wind powers in winter along most of the western
Great Lakes coastal areas, southern Atlantic coast and the Gulf coast (Elliet, &.L.

1986).



In summer, over the majority of the United States, wind power is &ivest point
and wind speeds aloft decrease. Summer is the maximum wind energy season in the Virgin
Islands, Puerto Rico, Hawaii, parts of California, Oregon and Washington. Throughout the
Pacific coast states, high wind resource takes place inland tileeeeare strong surface
pressure gradients made by the marine air with a warm interior force and the cold water
through the mountainsd major gaps into the i
wind corridors there are strong persistent wirdg take place (Elliot, D.L. et al., 1986).
In autumn, there is an increase in upgiewind speeds as there is a progress of
autumn toward winter. This results in a significantly larger mean wind power in November
rather than in September throughout mo€ the country. Throughout the coastal areas of a
portion of the Texas coast, the Great Lakes, Northeast and Northwest there are class 3 or
larger wind resource found in autumn. In addition to these locations, the wind corridor areas
and high plains in Woming and Montana,; ridge crests and mountain summits which are
exposed throughout the western mountains and the Appalachians and the majority of the
great Plains from northern Texas to Montana and North Dakota. Into the autumns, some of
Cal i f or rcorradrssstillwantmae to contain high vdmesource (Elliot, D.L. et al.
1986).
In Alaska, the wind power maximum season is autumn. This occurs in northern
Alaska along a great deal of the Arctic coast. These areas see wind power as high as class 6
and7 . Il n Hawaii, autumn is considered a perio
sout hward advances and the Nort HotPaeial. i ¢ ant

1986).
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According to Katherine Klink (1998), monthly mean wind speedgeeatest in
spring and winter for much of the United States because the etprpiole pressure and
temperature gradients are strongest during the spring and winter months. Several stations
reveal the greatest wind speeds to occur during the monkaroh and April. The months
of July, August and September generally experience the weakest monthly wind speeds since
these months mark a time of diminished latitudinal pressure and temperature gradients.
Throughout the year, high wind speeds generallymiccthe central U.S. stations as well as
the stations located in the New England aféee low wind speeds generally correspond to
the southeastern United States. In fact, there is a distinct area within the southeastern United
States that records sometloé lowest wind speed values across the coKimgk 1998).

Out west, there is a interspersion of stations of high monthly wind speeds as well as
stations with very low wind speeds. Stations such as Medford, Oregon; Elko, Nevada and
Missoula, Montana he low mean annual wind speeds whergasons located along the
Front Range of the Rockies consist of high monthly wind spéedsntrast to the New
England area and central U.S., several west coast stations such as North Bend, Oregon; Santa
Maria, Caifornia and San Francisco California experience their greatest wind speeds in the
summer and late spring instead of winter and early sgkihigk 1998).

1.2.3 Spatial Distribution

The wind power spatial distribution throughout the United Siatesownat a heighof
50 metersn Figurel.4 (Wind and Water Progra@008). Asone can see, based upon Figure
1.4, the superb or best places/location across the United States for wind resource potential are

found just offshore along the west coast by NorthedifaZaia and southern Oregon. Also,
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Alaska is an ideal locatiénparticularly along the southwestern tail of the state. Finally, the
mid-western states Montana, Wyoming, Colorado and New Mexico all contain superb
resource potential.

The outstanding or sendto-best locations across the United States for wind
resource potential are found along the east coast extending from Maine to South Carolina.
Also, the Great Lakes region, parts of the west coast just offshore Washington state, Northern
Oregon and mi&nd Southern California. In addition, northern, middle and southern coastal
areas of Alaska and just offshore, outstanding wind resources can be found. Finally, the third
best locations to build wind turbines would be along the east coast extending foogeGe
Maine, southeastern tip of Texas, Great Lakes Region, just offshore Southern California and
Washington State. Moreover, parts of the Midwest would also be considered a third best
location for wind resources.

The spatial distribution of wind resmes including the transmission lines from the
wind energy farms across the United States is shown in Flgu(Blational Renewable
Energy Laborator007). This figure helps depict exactly how much electricity (kV) is being
generated from the wind farmasross the U.S. and exactly where the electricity (kV) is being
transmitted.

The spatial distribution of the wind classes throughout North Amatiasheight of
80 meterss displayed by Cristina Archer froBtanford University showim Figurel.6.
More specifically, this map shows the wind speed averaged over every day for the year 2000
and the wind speed is extrapolated to 80 m. The wind speed measurements come from

sounding and surface stations containing 20 or greater valid readings in North America.



12

Surprisingly, one of the greatest promising continental locations for wind power in the world
was found to be | ocated in what is referred
central belt includes the states of Oklahoma, Nebraska, Kansds,[8kota and North

Dakota. The southern and eastern coasts also provide good potential, especially offshore. The
average wind power class of the Great Lakes area is 6 (8.46 m/s) which is a wind potential
shared between both Canadal the U.S. (Archer &tobsor2005).

According to Li et al. (2010), the Great Lakes region is currently an excellent
candidate for the development of wind energy since there are large unobstructed and open
areas available for construction. In addition, wind energy developoald have excellent
economic benefits. Since the Great Depression, the Great Lakes region is facing the worst
economic downturn. However, a large economic boost could result with more wind energy
development. Awareness of the climate variability and redidistribution of wind
resources is vital since wind energy development is continuously growing into the Great
Lakes region from the Northern Great Plains region.

Based on wind energy industry criteria, most of the Great Lakes region reveals to be
either marginal or unsuitable for wind energy development. However, ample wind resources
do exist over Lakes Ontario, Superior and Michigan. In fact, these lake areas contain grid
points of class 3 or more for greater than 20% of the time. The wind fieldlsgaiability is
controlled by landvater contrasts. Areas over lake surfaces experience higher winds due to
reduced surface friction and the areas over land experience slower winds due to increased
friction at the surface. It appears that the mean waneslightly higher in the northern and

western parts than the southern and eagt@mns of the region (Li et a2010).
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Figure 1.1: Comparison of a global climate model (GCM) and regional climate model
(RCM) to actual observational data. The GCMnsalbie to capture most of the regional scale
features that the RCM is capable Bierefore, downscaling of GCMs is essential in order to

pick up the smallescale features that the GCM is not capable of doing a{tdd@AR 2006)
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Figure 1.2 Wind PowerCapacity in 1999
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2009 Year End Wind Power Capacity (MW)
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Figure 1.3 Wind Power Capacity in 2009
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Wind Power Classification

Wind Resource  Wind Power  Wind Spaed” Wind Speed”
Power Potential Densityat 50 m atS0m at S0 m
Class Wim? mis mph

3 Fair 300 - 400 64- 7.0 14.3-15.7
4 Good 400 - 500 70- 75 15.7 - 16.8
5 Excellant 500 - 600 75- 8.0 16.8-17.9
6 Outstanding 500 - 800 80- 8.8 17.9-18.7
7 Superb BOO - 1600 BE-114 10.7 - 24.8

Y #* o
L ¥ e e 4 -
f ’w"li=l_ National Renewable Energy Laboratory

Irsngeamtian for Our Emnergy Fuluve

Figure 1.4: Wind Power Classificatioacross the United States

(U.S. Department of Energy 20111
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Wind Resources and Transmission Lines

The remalning states use data from the 1987
“Wind Enorgy Alas of the United States™,

Wind Power Ciassification
Wind  Resource Wind WViind Speed * Wind Speed °
n«opasom st m #150m
Clsss Wi
[ 12 Morginal 200+ 30 56- 64 125+ 143
[ 13 Far 300- 400 64- 7.0 143-157 U.S. Department of Energy
== 4 400 500 70-75 157-168 Naticnal Renewable Energy Laboratory
P, g pmd mm ot
- - 9- 19, o e
7 Swped 800 1600 88.11.1 197.248 ‘Lg?f‘l?‘.:!.
®\Wind 2peeds are based x aWeibul k value of 20 § 4

1PRERIN0T 159

Figure 1.5 Spdial Distribution of WindResources and Transmission Lines

(U.S. Department of Enerd3007)



Wind classes at 80 m
1(V=59 m/s)
2{5.9=V<6:9 m/s)
3{6.92V=<7.5 m/s}-|.
4(7.5<V<81 mis)
5(8.1=V<B.6 m/s)
B {8.6=V<9.4 m/s)
7 (V=04 mis)

Figure 1.6 Spatial Distribution of Wind Classes across North Ameaiica height of 80

meters (Christina Archer, Stanford University)
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CHAPTER 2
DATA, MODEL AND METHODS

2.1 Data

2.1.1 North American Reanalysis Data NARR)

NARR isthe independent observational ds¢h used in this study. NARR starids
ANorth American Regional Reanalysisotsand i s
of observational data. NARR data comes from NCEP (National Centers for Environmental
Prediction). A great deal of the data was identical to the NCAR/NCEP Reanalysis also
known as Global Reanalysis (GR). This dataset includes moisture from radiosondes,
temperatures and winds as well as surface o0b:
winds and temperatures, dropsondes, geostati
also included. Moreover, assimilation of precipitation is also alaegg elemst of the
NARR (NCDC2010).

The NARR data files consist of selected quantities and analyses from the forecast of O
to 3 hours. The NARR uses a 32 km version of the ETA data assimilation system (EDAS)
and the NCEP operational ETA model from 1998rder to provide a reanalysis of
historical observations. North and Central America are the main parts of the domain included
in the analyses; however, parts of South America, UK and Eastern Asia as well as the oceans
in between these locations areluted. Analyses were assembled 8 times daily from
October 1978 up to the present. However, it is important to note that the full complete range

of data available is from 1979 to the present since the year of 1978 is incomplete. The
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NCEP/DOE Reanalysis ishere the derived horizontal balary conditions came from
(NCDC 2004).
A high temporal (3 hour) and spatial (32 km) analyses of North America and nearby
land masses and oceans from the time period of October 1978 to the presentided pro
the combinedlatasetThe key advantages of NARR reanalysis over NCEP/NCAR is that it
has a preferred larslirface model (NOAH) which allows for much greater land surface
treatments, there is higher resolution, there is a better description of the terrain (solil type,
heights, vegetation) and there is more surface data (observed surface winds and precipitation)
being assimilated. The NARR dataset contains estimates of radiative, subsurface and surface
properties from modederived fields as well as convemtial atmosph#c analyses (NCDC
2004).
The two file names containing the data corresponding to each analysis time are the

following:

1 merged_ AWIP32.YYYYMMDDHH

1 merged AWIPS32.YYYYMMDDHH.b
The reason the data is divided into two files is because one is GrADS compadilbhe a
other is not. The A.bo file is significantly
file. However, there are a few differences not recognizable to GrADS. An example of the
di fference between the f.thhéee fii.lbed dnd et,hda hlear
forecast for all the possible variables such as sensible heat flux, but the larger file consists of
the 03 hour forecast average. The date code is YYYYMMDDHH and this represents the

forecast starting time for quantitiesedicted by the model such as precipitation or flux. This
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forecast starting time is also referred to as the analysis time. All of the times are coded in
UTC and the HH are everyt®ur intervals: 0, 03, 06, 09, 12, 15, 18, and 21. The start date is
represated as: 1978100100 and thededate is to the present (NC2004).

The NARR data follows the operational NCEP model convention since it is contained
within a Lambert conformal grid and there are all eaethtive vector components instead of
gridsrelatve vector components (NCDZD04). The Lambert Conformal Conic grid has
dimensions 349x277. The resolution of this grid is approximately 32 km. The coaseage
is shown in Figure 2.4nd a more zoomed out version of theerage area is shown in
Figure2.2 (NOAA).

In this study, NARR reanalysis data will be assessed fremirtre period 000 UTC
Jaruary 1, 1990 to 18 UTC December 31, 1998is 10year span fodata will help to reveal
current climatdrends in wind field behavior with respect to timéisTspan of data will help
to provide several different numerical variables for time series analysis in order to understand
how climate change has impacted wind resources in the continental and coastal United States
(CONUS).

The NARR variables used in thistudy include the following (NCDC, 2004):

1 UGRD10m = the horizontal eastest u component of the wind speed (m/s) at 10 m
1 VGRD10m = the vertical norteouth v component of the wind speed (m/s) at 10 m
According to Li et al. (2010), there has been vaiaaof NARR data against both
upper air and surface observations from several studies. Over a 24 year period from 1979 to
2002 across the United States, more than 100 sites using rawinsonde sounding profiles

revealed that wind profiles and temperaturbl&ARR are in very much agreement with the
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sounding profiles from rawinsondes. It is also revealed that NARR fits to rawinsondes are
significantly better than GR (Global Reanalysis project) containing less RM Sniezot

square) error from the layer of therace to a height of 200 hPa particularly near the
tropopause and in the lower troposphere. NARR data also reveal considerably greater
improvements over GR in both the 2 m temperatures and 10 m winds containing improved
diurnal cycle behavior.

In the study by Li et al. (2010), neasurface wind speed is the variable of interest.
When comparing to previous reanalysis dat a,
winds at 10 m have been assimilated into NARR. Only a small negative bias (no larger than
05ms") was revealed when a comparison was mad:é
observed wind and NARR 10 m wind in both winter and summer. This is a considerably
large improvement over GR since the bias-Brs' in winter which is a significant piise
bias. The NARR RMS is less in summer, even though there is no apparent advantage in bias.

According to Li et al. (2010), in order to measure how accurately the observed wind
speeds are represented by the NAGRIRved 80 m winds, rawinsonde soundingere
obtained from five stations across the region feBQ4year time periods. The five stations
looked at are the following: Buffalo, NY; Gaylord, MI; Green Bay, WI, International Falls,

MN and Detroit, Ml. The 80 m wind speed derived by NARR contaiskght bias at all five
stations. However, the sign of the bias vary from one station to the next. The bias is negative
at Detroit, Ml and Buffalo, NY. In contrast, the remaining three stations contain a positive
bias. The minimum bias value is locatédaffalo, NY with a value 0f0.64 ms' and the

maximum bias valuis located at Gaylord, MI with a value of +0.59"mécross all five
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stations, the approximate mean bias is close to zero. This exact mean value is'0Ti8ems
range of RMS error is &m 0.55 to 0.84 m& Finally, the smallest correlation coefficient
value is found at Internal Falls, MN with a value of 0.61 whereas the largest correlation
coefficient value is found at Detroit, Ml with a value of 0.9. Therefore, this indicates that
there is a reasonable correlation between the NARR wind temporal variation and the
observed wind variation.

According to Messenger et al. (2005), the North American Reanalysis Project
successfully met all of its main objectives from the start. The objeatigesto create a
climate dataset that is higksolution, longerm and consistent for the North America
domain and this would be a significant improvement in both accuracy and resolution over
previous global reanalysis datasets. The-sadace winds & closer to the observations
compared to the winds of the GR. In addition, there are considerable improvements in winds
at the tropospheric level. Another advantage of NARR over GR, is that the 10 m winds have

been assimilated by NARR.
2.1.2Global Forecast System (GFS)

GFSanalysis dat#s the mairglobaldata set that feeds into the Global Climate
Model for the SSDA approaclwhich is the key dynamical downscaling approach in this
study). More specifically, National Centers for Environmental PredictM@EP) Final
Operational Global Analysis data was usBadis data set assembled every six hod@s:
UTC, 06 UTC, 12 UTC and 18 UT@n addition, the data are on 1.0x1.0 degree grids. This
NCEP Final Operational Global Analysis data is taken from the Gldna Assimilation

System (GDAS) which gathers observational data continuously from many sources including
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the Global Telecommunications System (GTS) for several analiisesame model which
NCEP employs in the GFS is used to create the NCEP Final Asalswever, the final
analyses are assembled approximately an hour after the GFS is initialieeder formore
observational date be used, the final analyses are delayed. Due to time critical forecast
needs, the GFS is run earlier and as parsahitialization, makes use of the final analyses
from the previous cycle of every six ho(tsCAR 2012)

The analyses are available at 26 mandatsryell as othegpressue levels from 1000
mb to 10 mb, some sigma layers, the surface, in the surfanddryuayer, the tropopause
and a few other locations. There parameters available are the following:

1) Temperature

2) Sea level pressure
3) Soil values

4) Relative humidity
5) Vertical motion

6) Ozone

7) Surface pressure
8) Geopotential height
9) Sea and surface temperature
10) Ice cover

11) U- and v winds

12)Vorticity
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There is a continuous extension of a near to current data of the archive time series. The

archive time series is not maintained in fiale (UCAR 2012).
2.1.3Intergovernmental Panel on Climate Change IPCC GCM: CCSM3

The release date of the third version of CCSM to the public was in JuneCZDSM
stands for the ACommunity Climate System Mod
simulating the climate system here onngtEarth. CCSM is made up of four different
model s that simulate the eartho6és ocean, at mo
central coupler componentaultaneously. As a result, data from CCSkIB®ws researchers
toresearch the fundamentels ear t hés past, present and fut

Thetwo datasetsused to drive the regional model in this study are the following:

1. b30.030e20th century (20C3M)

2. b30.040elPCC SRES A1B scenario (SRESA1B)

The 20C3M data is used to downsoalerent climate and has a time span of 1990 to 1999
whereas the SRESA1B is used to downscale future climate and has a time span of 2000
2099. Both sets of data aréh6urly data information derived from the CCSM3 IPCC AR4

simulations(UCAR 2011)

2.2 Modd

2.2.1 Weather Research and Forecasting (WRRodel

The Weather Research and éaasting (WRF) Model is botfully compresible
and nonhydrostatimodelandconsists of a risime hydrostatic optiorA terrain-following

hydrostaic pressure coordinate thetype ofvertical coordinate. The Arakawageid is the
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grid seggering for this model. The model usies 7% and 3" orderRungeKuttatime
integration shemes as well as the advectamheme®n the 39 and 6" orderin both the
vertical and horizotal coordinatesA time-split small step is used for gravityave and
acoustic modes. Finally, the dynamics conserves variables that arg N 2012)

The code of the WRF model consists of an initialization program, a numerical
integration programa oneway nesting program as well as a program for bogussing tropical
storms.Version 3 of the WRF model supports a wide array of capabilities capabilities of
the WRF model include the following:

1) Filter options and full physics options

2) ldealizd and reatlata simulations

3) Hydrostatic and nehydrostatic runtime options
4) A wide array of lateral boundary condition options for both idealized andaéml
simulations

5) Positivedefinite advection scheme

6) Observational nudging

7) Threedimersional analysis nudging

8) Oneway, twoway and moving nesting options
9) Digital filter initialization and

10) Regional and global applications.

For the past few years, the modeling system, Advanced Research WRF (ARW) has
been in development. Versioris3the current releasand has been available since April

2008 This modeling system is efficient and portable on available computer platforms and is



27

designed to be a statd-the-art and flexible atmospheric simulation system. Finally, the
ARW is capableof covering a wide range of applications from meters to thousands of
kilometers.These applications include the followirrggional climate researcfgrecast
research, idealized simulations, reate NWP,hurricane researckeaching, paramterization
research, coupledhodel applications and finally, data assimilation rese@&AR 2012) A
flow chart displaying how Version 3 of the WRF moudeirks is depicted in Figure 2.3
Figure 2.3 shows the major programs contained within the WRF Modeling System:
the WRF Preprocessing System (WPS), WiRE, ARW solver and Pogirocessing &
Visualization toolsFirst, an external data source is needed to feed into the .notes
study, GFS data is used as the external data sdurea.the WPS works to break thatal
into real componentddore specifically, this program is mainly used for rdata
simulations. The programbés functions first o
interpolating terrestrial data (landuse, terrain and soil types) to the sonudamain and
finally, degribbing and interpolating meteorological data from another model to this
simulation domain. Figure 2.4 br eavisml down WF
perspectiveOnce WPS is complete, the WRfar and ARW solver prograsnboth work to
produce WRF output data files compatible with several data visualization programs
including: IDV, VAPOR, NCL, ARWpost (GrADS), RIP4, UPP (GrADS/GEMPAK) and

MET. For this study, NCL is used to pgsibcess and visualize the WRF output files.
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2.2.2 Model Domain and Setting

The WRF model domain used in this study covers the Continental United States
(CONUS) region. More specifically, 163109 grid points36 km grid spacing, lmabert
conformal map projection and the domain is centere83 (N, 98.0i W). The integration
time step isl20 seonds. The CONUS domain used for this study is depicted in Figure 2.5.

Several WRF physics schemes were selected and inputted into the model for this
study. The microphysics scheme (mp_physics) optionnthatchosen was the WRF Single
Moment 5Class Scheme which is a modified version of the WRF Sikigiment 3class
scheme. Instead of just simply being an efficient scheme with snow and ice processes
appropriate for mesoscale grid sizes, this updated veadimvs for supecooled water and
mixed-phase process¢slCAR 2009.

Forlongwave radiation (rdw_physics), the CAM (NCAR Community Atmosphere
Model) radiationscheme was usedhis scheme is derived from the CAM 3 climate model
used in CCSM. This schee allows for trace gases and aerofdISAR 2009) More
specifically, this scheme is used in the CAM 3.0 for the purpose of climate simulations and is
a type of spectraband scheme. It has the capability to deal with several trace gases and
collaboratewvith resolved clouds and cloud fractiof@kamaroclet al.2008.

For shortwave radiation (ra_sw_physics) @%M radiation scheme vgaalso used.
However, there are additional features found withinahgwaveCAM radiationscheme.

This scheme is also dle to handle theptical properties of trace gases and several types of

aerosolgNCAR 2009) The shortwave CAM scheme uses overlap assumptions and cloud
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fractions in regions that are unsatied and consists of a montlzignal ozone climatology
(Skamaroclet al.2008)

The MM5 Similarity scheme was useat the surface layescheme
(sf_sfclay_physics)This surface layer scheme is based on M@twkhov with Carslon
Boland standard similarity and viscous gaper functions both from lockp tablegNCAR
2009) This scheme uses functions of stability from Webb (1970), Paulson (1970), and Dyer
and Hicks (1970) in order to compute surface exchange coefficients for momentum, heat and
moisture.In the current version of this scheme, there is no included thesoghness length
parameterizatiof(Skamaroclet al.2008.

The Noah Land Surface Model was the type of model chosen for theuaiade
model (sf_surface_physics) in this study. The Noah Land Surface Model scheme is a unified
NCEP/NCAR/AFWA schem@CAR 2009)and code for operational and research purposes
which is almost exactly the same code used in the NCEP North American Mesoscale Model
(NAM). Fortunately, this has the benefit of having consistency with thedependent soil
fields given in the angsis datasets. This model consists of 4 layers of soil temperature and
moisture with prediction of snow cover and canopy moisiline.thickness layers are 10, 30,
60 and 100 cm from top to bottom. It includes soil drainage and runoff, root zone,
evapotraspiration and takes vegetation categories into account, soil texture and monthly
vegetation fraction. This scheme provideshe boundarayer scheme, botlatent and
sensible heat fkes In addition, the Noah LSM has an improved urban treatmentcsedi
fractional snow cover effects and soil ice and considers surface emissivity properties. Since

the OSU scheme, these improvements are all(8&amarock et al. 2003
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The Yonsei University (YSU) scheme is used for the Planetary Boundary Layer
(PBL) schene. This is a an-localtK scheme consisting @xplicit parabolic K profile and
entrainment layer in an unstable mixed IadCAR 2009. The YSU scheme represents
fluxes as a result of nelocal gradients by means of using the countergradient terms. This
scheme is also the next generation of the MRF PBL scheme. In addition to what the MRF
PBL scheme provides, the YSU PBL scheme adds at the top of the PBL, entrainment layer
explicit treatment. In line with results from largeldy model studies, the entraiant is
designed to be proportional to the surface boundary layer Awzerocritical bulk
Richardson number defines the top of the PBie PBL top is also defined at the maximum
entrainment layer since it is dependent on the buoyancy profile. A cagratient mixing of
smaller magnitude in the YSU PBL scheme creates amigltd boundaryjayer profile.
However, in the case of the MRF PBL, there is an-stale structure that is pronounced in
the upper section of the mixed layer (Skamarock et &80

The KainFritsch subgrid scheme ishe cumulus parameterization scheumsed in
this study Cumulus parameterization schemes are in charge of the effects of convective
clouds on a sulgrid scale. $ice it accounts for both deep and shallow convediiomeans
of using a mass flux approach consisting of downdrafts and CAPE removal time scale
(NCAR 2009. In 2004, the KairFritsch scheme was modified based testing within the Eta
model and based on the 1990 and 1993 versions of Kain and Fitsch (KHFikeJunst
original KF scheme, the new KF scheme uses a simple cloud model consisting of moist
downdrafts and updrafts, including the effects of relatively simple microphysics, entrainment

and detrainmeniThere are several differences between the ori¢giRadcheme and the new
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KF scheme. The new KF scheme takes into account not only deep convection, but also
shallow convection. Shallow convection is also known asprenipitating convection and is
allowedfor any updraft not obtaining cloud depth minimutisprecipitating clouds. The

cloud depth minimum for each precipitating cloud varies as a function of temperature of the
cloud base. In the new KF scheme, it is allowed for the entrainment rate to vary as a function
of low-level convergence. Finally, treeare several downdraft changd$e source layer is

the deep 15@00 mb layer right above the cloud ba&ethe cloud base, mass flux is

referred to as a fraction of updraft mass flux. Rather than other parameters or wind shear, this
fraction is a fungon of source layer relative humidity. In other words, relationship of old
preciptation efficiency is not used. The last downdraft change involves detrainment in that it
is specified to take place below the updraft source layer and inside this layen(S&laet

al. 2008).

2.3 The SSDAMethod

The ScaleSelective Data Assimilation (SSDA) method is the #ewnscaling
approach in this study. SSDA is unique from the traditional sponge zone nesting down
approach in that implants the largascale atmospherigrculation elements into a regional
model from a global model to improve predictions and simulations of regional climate (Peng
et al., 2010)The SSDA methodmplantsthe largermtmospheriscalefeatures from the
Global Climate Model (GCM) and implantisese features into thémited Area Model
(LAM) since the LAM is limited to only regional scale featurdis allows the LAM to
grasp theoverallpicture of both the regional scaémospheric elemengs well aghe larger

surrounding global stafeatres. In other words, SSDA assists with the communication
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between the global and regional scale featanestherefore, leads to @verall more
accuratedepictionto observational data sets whereas the Traditional Approach leads to
greater error.

Figure2.6 (Liu andXie 2011)shows the more technical aspects of how the SSDA
procedure works. A scale separation isduaned for both the Limited Area WRF Model
output as well as for the Global Forecast System (GFS) data sets. The regional model
(WRFRST) is sparated into both large regional scale (LWRF) and small regional scale
(SWREF) features and the global model (GFS) is also divided into both large (LGFS) and
small features (SGFS), but on a global scale. All four scales are then combined to produce
combinedesults (COMOBS) before undergoing a thdemensional variational data

assimilation (3DVAR) leading to the final new results (NEWRST).
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CHAPTER 3
CURRENT CLIMATE WIND ENERGY RESOURCES IN THE
CONUS BASED ON NARR DATA

3.1 Average Annual Wind Speed (m/s)

In this study, NARR data was first used to assess the current climate average annual

wind speed (m/s)The wind speed magnitude is measured here by sinmphgtéhe square
root of thesum of the x and gomponents squared 10 m height above the grourthis can
be expressed mathematically by the following formula:

(U10? + V1)
Where U10 and V10 denote 10 m height wind speed in x and y direction, neslyect
Current climate is sets the teryear frame from 1990 to 199Bigure 3.1shows a ver
similar depiction of thevind resource distributioshown in Figure 1.4The greatest average
annual wind speed is located along the coastal areamtanmus egions as well as the
Great Lakes region. Surprisingly, one of the greatest and most promising continental
locations for wind power whiclreally sticks out in Figure 3i% what is referred to as the
central belt of the United States. The central beltesponds to the states found in the mid
west. According to Archer and Jacobson (2005), the central belt is actually one of the most

promising continental locations for wind power in the world.
3.2 Average Annual Wind Power Density (W/m)

The average annbaind power density (Wh?) for current climate was assessed

following the average annual wind speed (masshown in Figure 3.2Vind Power Density
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is simply the rate at which wind energy transmits through a unit of space oWanela.
power densityanbe expressed mathatrcally aspower over area:
PIA = Y%y V°
In other words, calculating the wind power density provides an overall estimation of wind
resource potential over a specific regibtast often, the annual average wind power density
is measured for a particular site or regiomrder to provide aetter estimate of the wind
resource potential over a certain site or regharcording to Figure 3.2, the average wind
power density ranges anywhere from 50 and 150 Mfmaverage across the United States
Wind power density showss much clearer picture ofhere the greatest wind resoe
potential is across the CONUS region as compared to simply the average annual wind speed

The coastal, mountainous aBGdeat Lakes region®ally stick out a lot more in Figure 3.2
3.3 Seasonal Variation

NARR daa was ao used to find theeasonal variation for current climate (1990
1999). When looking at the comparison of winter moifidecember, January and February)
versus summer montiidune, July and Augusfrigure 3.3, winter has a noticeably greater
mean wind sped distribution especially over the Great Lakes region, and along the east coast
of the United StategViore specifically, inthe New England Ared&lso, the mountain ranges
(Rockies and Appalachianexperence greater mean wind speeds

When comparing sprg months (March, April and May) versus fall or autumn
months (September, October and November), thereaticeably greadr wind speeds in the
left for Spring-especially in the central Plaimsich most likely associated with the strong

dew point gadient which formsn the Spring time causing a lot convective processés
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occur. There are alsdightly greater winds alog Florida panhandle and the southeastern
parts of the United States. Figure 3.4 showsctmparison of Spring versus Edlherefae,
the maximum wind speeds occur during the spring and winter months whereas the minimum
wind speeds occur during the fall and summer months.
When making a quantitative comparison between winter versus summer based on
NARR data (Figure 3.3), the wintererage annual wind speed peaks to as high as 8 m/s
along the coastal regions, Great Lakes region, Rocky Mountains and Appalachian mountains.
The overall annual average wind speed for the winter months averages td-&buls.
During the summemonths, theverage annual wind speed is approximately 3 m/s with
maximum wind speeds of 5 m/s occurring in the Great Plains region and Great Lakes region
and wind speeds as high as 7 m/s just south of the Rockies.
When comparing Spring versus Fallere is an ovall greater average annual wind
speed across the CONUS regispecially in the Great Plains region since there are several
convective systems that brew duithe pring months of the yeafhe wind speeds average
to about 56 m/s across the entire Grédains and as great as 8 m/s along portions of the
mountainous regions. As far as the average annual wind speed is concerned over the entire
CONUS region, an average wind speed of around 5 m/s is estimated. During the Fall months,
the average wind speedrass the entire CONUS region averages to only abdun3 with
maxima of 88 m/s occurring along the coastal regions, Rockies and Great Lakes region.
Overall, NARR data is consistent with the study by Elliot et al. (138&) Katherine

Klink (1998) where the maxima generally occur in the spring and winter while the minima
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generally occur in autumn and summer throughout the majority of the continental United

States.
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1990-1999 Average Annual Wind Speed (m/s)

Latitude

-100 - -80
Longitude

Figure 3.1:19901999 Average Annual Wind Speed (m/s) across the entire CONUS region.



Figure 3.2:19901999 Average Annual Wind Power Density (W)racross the entire

CONUS region.
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